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Representing words

<= Iraditional NLP: regard words as discrete symbols

<= Such symbols can be represented as one-hot vectors:

motel = [00000000001000 0]
Botel==-0 (=0~0-0-0-0=1 -0-0-C=C-0=F/6

<= Vector dimension: the number of words in vocabulary (e.g., 500,000+)

<= Problem: Ior any two different words, their one-hot vectors are
orthogonal. [ here 1s no natural notion of similarity for one-hot vectors

<= How to encode similarity for words, so that we can, for example, match
documents containing "Lafayette hotel", it a user searches for "Lafayette
motel" in the web?




Word vectors (embeddings)

<= Distributional semantics: A word’s meaning is given by the words
that frequently appear close-by

<= When a word w appears 1n a text, its context 1s the set of words
that appear nearby (within a fixed-size window)

<= We use the many contexts of w to build up a representation of w

<= More specifically, we will build a dense vector for each word,
chosen/learned so that it 1s similar to vectors of words that
appear 1n similar contexts, measuring similarity as the vector dot
(scalar) product




Word vectors (embeddings)

<= Word2Vec (Mikolov
et al., 2013) by
Google

= (GloVe (Pennington et
al., 2014), Stanford

<+ Learn numeric
representation ot the
meanings of words
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Word2 Vec
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Word2Vec encodes meaning into vectors,
but what 1t a word has ditterent meaning
in different sentences?

1 he bank of the rver
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@ transformer.huggingface.co/doc/gpt2-large Q W e Incognito
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As aliens entered our planet and began to colonized Earth, a certain group of
extraterrestrials began to manipulate our society through their influences of a certain
number of the elite to keep and iron grip over the populace.
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As aliens entered our plgnet and begaﬁ?o colonize eamwn group of extraterrestrials




As aliens entered our planet and began to,colonize earth a certain group of extraterrestrials ...

As aliens entered our planet

Transformer 1

Attention Mechanism has an infitnite reference window




Pretraining

< Pretained word embeddings (2017) -> pretrained whole model

f' y
g g

—  Not pretrained
i — Pretrained jointly

““} T
(word embeddings)

... the mowe was .. ... the movie was ...

<= All (or almost all) parameters in NLP networks are initialized via pretraining

<= Pretraining methods hide parts of the input from the model, and train the model to
reconstruct those parts

<= Exceptionally effective at building strong representations of language, parameter
mnitializations for strong NLP models, and probability distributions over language that
we can sample from




Pretraining and finetuning

<= Why should they help, from a “training neural networks” perspective?

+ Consider, provides parameters 6 by approximating min L

(The pretraining loss)

< l'hen, finetuning approximates m@in Lienune(0), starting at . (The

finetuning loss)

= 'T'he pretraining may matter because stochastic gradient descent sticks
(relatively) close to 8 during finetuning.

<= S0, maybe the finetuning local minima near 0 tend to generalize well

+ And/or, maybe the gradients of finetuning loss near @ propagate nicely




Recall: Notable LLLLMs

Decoder-only
GPT

[sat_]

Quitput
Probabilities

[_Softmax__|

, N
Add & Norm

Feed
Forward

Add & Norm

Masked
Multi-Head
Attention

=,

. —_

¢ Positional
Encoding

Qutput
Embedding

Outputs
(shifted right)

[START] [The ] [cat ]

Enc-Dec
T5

A storm in Attala caused 6 victims.

Encoder-only
BERT

Das ist gqut.

This is not toxic.

Output
Probabilities

[*] (*)  [sat_] [*] [the_] [*)

| Add & Norm |

Feed
L Forward

- ~
Add & Norm m’ﬁ:
Feed L] Mus-Head

Forward Feed Attention

Forward 7 ) Nx
L
) (A3d3 Nom :
Nx ~>{_Add & Norm ) Nx | o AGd & Norm ) ———
- Mutti-Head Muti-Head
Mulh-Hgad Attantion Altention
Attention [y ) [} )
'Y y) \ ] J je—
\L J Positicrna @'@? 4 Pasitional
. Encoding ; )
Positional D — ORou Encodg
) N A '
Encoding Emboddng Ermbedding
Input I '
Embedding Inputs Cutputs
(shifted right)
Inputs

Translate EN-DE: This is gocod.

Summarize: state authorities dispatched..

[The ] [cat_] [MASK] [on_ ] [MASK] [mat ]
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Pretraining for 3 types of architectures

<= 'T'he neural architecture influences the type of pretraining,
and natural use cases

Gets bidirectional context — can condition on future!

Encoders , . :
 How do we train them to build strong representations?

7 Encoder- * Good parts of decoders and encoders?
>E Decoders ° What’s the best way to pretrain them?

* Language models! What we’ve seen so far.

L2227 Decoders

* Nice to generate from; can’t condition on future words




Pretraining encoders

<= What pretraining objectives to use?
<+ Idea: replace some fraction of words in the input with a special [MASK] token; predict these words
<= BERT: Bidirectional Encoder Representations from Transtormers, Devlin et al., 2018

= "Two objectives: Masked language modeling and Next sentence prediction

<+ Trained on: BooksCorpus (800 million words), English Wikipedia (2,500 million words)
<= BERT-base: 12 layers, 768-dim hidden states, 12 attention heads, 110 million params

= BERT-large: 24 layers, 1024-dim hidden states, 16 attention heads, 340 million params

/ N /7 N N 7 N /7 N /7 N 7 N 7 N 7 N /7 N 7 N
Input [CLS] my dog is cute || [SEP] he likes || play || ##ing || [SEP]
Token
Embeddings E[CLS] Emy Edog is Ecute E[SEP] Ehe EIikes Eplay EMing E[SEP]
+ + -+ -+ -+ + + + + + +
Segment
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+ + + + + + + + + = +
Position
Embeddings Eo El E2 E3 E4 E5 E6 E7 E8 E9 E10




Extensions of BER]1

<= Some generally accepted improvements to the BERT pretraining formula:

<= RoBERTa (Liu et al., 2019): mainly just train BERT for longer and

remove next sentence prediction

<= SpanBERT (Joshi et al., 2020): masking contiguous spans of words

makes a harder, more useful pretraining task

It’s bly irri#t  esitt# stit#  bly
t t

BERT SpanBERT

. . It’
[MASK] irri## esi#ttt  sti#t#t [MASK] good [MASK] [MASK] [MASK] [MASK] good




Full vs. Parameter-Ethicient Finetuning

Full Finetuning Lightweight Finetuning

Adapt all parameters Train a few existing or new parameters

©/®

... the movie was ... ... the movie was ...

o8 Prefix-Tuning Low-Rank
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_ ... the movie was ...
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... the movie was ...

BB MRS R P PO TRI T APE R ey




Pretraining encoder-decoders

<= What pretraining objectives to use?

<= Idea: replace different-length spans from the iput with unique placeholders; decode out the spans that
were removed

<= Exploring the Limits of Transter Learning with a Unified Text-to-Text Transtormer, Raffel et al., 2018
<= '1'5: Text-to-Text Iranster Transtormer, 11 Billion parameters

<= Pertaining on Colossal Clean Crawled Corpus (C4): start with Gommon Crawl (over 50TB of
compressed data, 10B+ web pages), filtered down to ~800GB, or ~160B tokens

<= trained with a novel text infilling objective: randomly mask a portion of contiguous tokens and
train the model to predict the masked text spans

Original text
"translate English to German: That is good." . .
[ Thank you fef inviting me to your party [ast week.
[ cou rcsoelaissinutmepnicneg: v;rehlel. " D ASE ]
"not acceptable” ] Inputs

on the grass. sentence2: A rhino
is grazing in a field."

Thank you <X> me to your party <Y> week.

["stsb sentencel: The rhino grazed

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught
of severe weather in mississippi.."

"six people hospitalized after
a storm in attala county."

Targets
<X> for inviting <Y> last <z> Sentinel tokens:

added to the vocab

Text-to-text framework Pretraining objective




Pretraining decoders

< It’s natural to pretrain decoders as language models and then use them as generators
<= We can finetune them by training a classifier on the last word’s hidden state

<= Improving Language Understanding by Generative Pre-Training, Radford et al.,
2018

<= Transformer decoder with 12 layers, 117M parameters
<= 768-dimensional hidden states, 3072-dimensional feed-forward hidden layers
<= 'Irained on BooksCorpus: over 7000 unique books

<= (ontains long spans of contiguous text, for learning long-distance
dependencies

<= The acronym “GP'1” never showed up 1n the original paper; it could stand for
“Generative Pre’lraining” or “Generative Pretrained Iransformer™




Generative Pretrained lranstormer (GP1)

<= How do we format inputs to our decoder for finetuning tasks?

<= Natural Language Inference: Label pairs of sentences as entailing/
contradictory/neutral

Premise: The man is in the doorway ,
. . entailment
Hypothesis: The person is near the door

<= Here’s roughly how the input was formatted, as a sequence of tokens for the
decoder.

[START] The man is in the doorway [DELIM] The person is near the door [EXTRACT]

<= The linear classifier 1s applied to the representation of the [EXTRACT]

token.




GP1-2

= GPT1-2, 2019, a larger version (1.5B) of GPT trained on more data

£

<= Start to achieve strong zero-shot performance

Context size = 1024

117M Parameters 345M Parameters 762M Parameters 1,542M Parameters

.. trained on 40Gb of Internet text ..




GP1-3

= GPT-3 (Brown et al. 2020)
further scaled the GP'1-2 model
to 175 Billion (100 times larger
compared to the largest GP'T-2
model), trained on 300B tokens
aletext.

)
9

Betore GP'1-3, fine-tuning 1s the
default way of doing learning in

models ike BERT/'15/GP1-2:

< very expensive for the 175B

GPT1-3 model

L oA TN MO TP DR,

Fine-tuning

The model is trained via repeated gradient updates using a
large corpus of example tasks.

sea otter => loutre de mer example #1
Vv
gradient update
Vv
peppermint => menthe poivrée example #2
Vv
gradient update
v
N\
plush giraffe => girafe peluche example #N
gradient update
cheese => prompt

%
i




GP1-3 paradigm shaft

<= GP1-3 proposes an alternative: In-context learning

<= Only need to feed a small number of examples (e.g., 32)

<= Just a forward pass, no gradient update at all

Few-shot

Translate English to French:

sea otter => loutre de mer

peppermint => menthe poivrée

plush girafe => girafe peluche

cheese =>

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

task description

examples

prompt

e e A e b L A e A AR ke B ekl A e B A A B A o a i

Zero-shot

The model predicts the answer given only a natural language
discription of the task. No gradient updates are performed.

Translate English to French: task description

cheese => prompt

One-shot

In addition to the task description, the model sees a single
example of the task. No gradient updates are performed.

Translate English to French: task description
sea otter => loutre de mer example

cheese => prompt

m




GP1-3s

In-context

learning

Zero-shot

l

60

Acéhracy (%)

One-shot

l

Natural Language

Prompt

Few-shot

—

Number of Examples in Context (K)

175B Params

13B Params

1.3B Params

(Brown et al., 2020): Language Models are Few-Shot Learners




T'he GP1 Lineage

4
l Large-scale language model pretraining
Training on code o
l_ GPT-3 Initial _l Instruction tuning
. Davinci .
GPT-3 Series Codex Initial InstructGPT Initial
Code-davinci-001 Instruct-davinci-beta
Code-cushman-001 Text-davinci-001
v
4 l LM + code training then instruction tuning
Code-davinci-002
GPT-3.5 Series l Supervised instruction tuning
RLHF l_ Text-davinci-002 _l RLHF
Text-davinci-003 ChatGPT
New atter GP1-3:

Training on code, supervised instruction tuning, and RLHF
(reinforcement learning from human feedback)




How Long it Took Top Apps to hit 100M Monthly Users

Months to reach 100M global MAUs

TikTok
Instagram
Pinterest

' Spotify

Telegram

a Uber

Ga Google Translate

GPT1-3.5 (N OV. 2022) -> GPT-4 (latest)



I.Ms to assistants

How do we get from language models

the students opened their _____

P(blt,s, o,t) =0.04

books

\ \
minds

P(mit, s, o, t) =0.0037

laptops Pllt.s,0,t)=0.024

exams

P(elt, s, o, t) =0.019

to this?

. L4
-O-
’ )

Examples

"Explain quantum computing in
simple terms" =

"Got any creative ideas fora10
year old’s birthday?" -

"How do | make an HT TP request
in Javascript?" -

ChatGPT

4

Capabilities

Remembers what user said earlier
in the conversation

Allows user to provide follow-up
corrections

Trained to decline inappropriate
requests

&

Limitations

May occasionally generate
incorrect information

May occasionally produce harmful
instructions or biased content

Limited knowledge of world and
events after 2021




ChatGP1

o — T

_ Lots of annotated Human judgements Chat-oriented data

EE MA asas b5 B

:,’ Q I‘ .J

*/‘i e W

davinci-
3.5-turbo
(ChatGPT)

davinci code- text- text-
davinci-002 davinci-002 davinci-003




InstructGP1

Supervised instruction tuning + RLHF

A promptis
Step 1 sampled from our

. prompt dataset.
Collect demonstration data

and train a supervised policy.

A labeler
demonstrates the
desired output
behavior.

This data is used to
fine-tune GPT-3.5
with supervised
learning.

~
L

Explain reinforcement
learning to a 6 year old.

'

&

4

We give treats and
punishments to teach...

EI&E

(Ouyang et al., 2022): Training language models to follow instructions with human feedback




Instruction finetuning

/—[ Model input (Disambiguation QA) ]—\ /—[ Before instruction finetuning ]—\
Q: In the following sentences, explain the The reporter and the chef will discuss their favorite
antecedent of the pronoun (which thing the dishes.
pronoun refers to), or state that it is ambiguous. The reporter and the chef will discuss the reporter's

favorite dishes.
The reporter and the chef will discuss the chef's
favorite dishes.

Sentence: The reporter and the chef will discuss
their favorite dishes.

Options: The reporter and the chef will discuss the reporter's
(A) They will discuss the reporter's favorite dishes and the chef's favorite dishes.
(B) They will discuss the chef's favorite dishes

(C) Ambiguous ¥ (doesn’t answer question)

A: Let's think step by step.
N A N J

https://huggingface.co/google/flan-t5-xx1

|Sca|ing Instruction-Finetuned Language ModelsI Chung et al. 2022|




Instruction finetuning

/—[ Model input (Disambiguation QA) ]—\ /—[ After instruction finetuning ]—\
Q: In the following sentences, explain the The reporter and the chef will discuss their favorite
antecedent of the pronoun (which thing the dishes does not indicate whose favorite dishes they
pronoun refers to), or state that it is ambiguous. will discuss. So, the answer is (C). &

Sentence: The reporter and the chef will discuss
their favorite dishes.

Options:

(A) They will discuss the reporter's favorite dishes
(B) They will discuss the chef's favorite dishes
(C) Ambiguous

A: Let's think step by step.
N A N P

https://huggingface.co/google/flan-t5-xx1

|Sca|ing Instruction-Finetuned Language ModelsI Chung et al. 2022]




L.imitations

<= It’s expensive to collect ground-truth data for tasks.
= lasks like open-ended creative generation have no right answer.
<= k.g., write me a story about a dog and her pet grasshopper.

<+ Language modeling penalizes all token-level mistakes equally, but
some errors are worse than others.

<= Even with instruction finetuning, there a mismatch between the LM
objective and the objective of “satisty human preferences”.

<= (an we explicitly attempt to satisty human preferences?

<= Reinforcement learning from human feedback!




InstructGP1

Supervised instruction tuning + RLHF

Step 2

Collect comparison data and
train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks the
outputs from best
to worst.

This data is used
to train our
reward model.

~
L

Explain reinforcement
learning to a 6 year old.

........




InstructGP1

Supervised instruction tuning + RLHF

Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is
sampled from
the dataset.

The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.

A=

Write a story
about otters.

v

PPO
.0

LRI

o

v

Once upon atime...

v

RM
0.0

LRI\

o

J

g




ChatGP1: InstructGPI" + dialogue data

Introducing
ChatGPT

We've trained a model called ChatGPT which
interacts in a conversational way. The dialogue
format makes it possible for ChatGPT to answer
followup questions, admit its mistakes, challenge
incorrect premises, and reject inappropriate
requests.

Human feedback data is the key!

“We trained this model using Reinforcement
Learning from Human Feedback (RLHF), using
the same methods as InstructGPT, but with
slight differences in the data collection setup. We
trained an initial model using supervised fine-
tuning: human Al trainers provided conversations
in which they played both sides—the user and an
Al assistant. We gave the trainers access to
model-written suggestions to help them compose
their responses. We mixed this new dialogue
dataset with the InstructGPT dataset, which we
transformed into a dialogue format.”

https://openai.com/blog/chatgpt



https://openai.com/blog/chatgpt

ChatGPT Prompt
Evaluator

Safe

ChatGPT

Completion

User

e —

Summary

Completion

e

Language
Model




Finetuned
GPT

Reviewer
instructions

Fine-tuning
dataset

train a
reward model

e

Pre-training
dataset |

Pre-trained
model

Fine-tuned
model

optimize using
reinforcement learning

Reward (PPO algorithm) ChatGPTi

model Model




Summary

- India
- Prime Minister

@ ChatGPT (—Build W Context

Who is prime minister of India?

The Prime Minister of India was Narendra Modi

—— Build Context—————— [ SN,

- India
- Prime Minister
- Narendra Modi

What is his age? <4—Feed

the age of the Prime Minister India, Narendra
Modi, was 71 years old

Context
- India

. - Prime Minister
Ask me anything... - Narendra Modi

- 71year old

o———Build Context




Summary

@ ChatGPT (—Build Prompts ————» ‘ir:l?:\ztsszoft

- Rhyme
Complete the rhyme: - Lang: English

Roses are red, oceans is blue

Sugar is sweet, and so are you.
o———Build Context ———»

Prompts:

- Tone: Soft

- Rhyme

- Lang: English
- Mode: Happy

The sky is blue and <«———Feed

the clouds are white,
It's beautiful day, what a sight!

o———Build Prompt Prompts:

Ask me anything... _'I;r:;\::eSOft

- Lang: E

'y .,‘wlk -




Summary

: : Constraints:
Build Constraint
@ ChatGP1 uild Constraints e

- Finance
Complete the rhyme:

Roses are red, oceans is blue

Feed

As an Al language model, | am not able to
provide financial advice or recommendations
of specific investments, as it is outside of my
expertise.

Ask me anything...




RLHF Limitations

<= (ollecting human feedback at scale 1s extremely expensive since
humans need to be paid

<= If humans are included, one must consider that the quality of the
human feedback that can highly influence the model performance

<= (Chatbots are rewarded to produce responses that seem authoritative
and helptul, regardless of truth

<= 'T'his can result in making up facts + hallucinations
<= Human preferences are unreliable

<= “Reward hacking” 1s a common problem in RL




What’s next?

<= RLHF 1s still a very underexplored and fast-moving area

<= Scalability: As the process relies on human feedback, developing methods to
automate or semi-automate the feedback process could help address this issue.

<= Ambiguity and subjectivity: Human feedback can be subjective and may
vary between trainers. This can lead to inconsistencies in the reward signals
and potentially impact model performance. Developing clearer guidelines and
consensus-building mechanisms for human trainers may help alleviate this

problem.

<= Long-term value alignment: Ensuring that Al systems remain aligned
with human values in the long term 1s a challenge that needs to be addressed.




LLab 8 - preview

<= Save a copy of this
Colab notebook file
into your google drive:
File -> Save a copy 1n
Drive

{x}

< Work on the saved
copy

<= Download this pdf and
text file into your PC

cO

|Fi|e Edit View Insert Runtime Tools Help Lastsavedat3:23PM

-

& Document_based_QA.ipynb ¢

Locate in Drive

Open in playground mode

New notebook
Open notebook
Upload notebook

Rename
Move

Move to trash

Save a copy in Drive
Save a copy as a GitHub Gist

Save a copy in GitHub

Save
Save and pin revision

Revision history

Download

Print

d Question Answering System

Ctrl+0

‘hatGPT

a document-based question-answering system us
nodels (LLMs), such as OpenAl GPT-4 and ChatGF

lly designed for developing language model-driven

ols and capabilities to create an intelligent system
Ctrl+S

Ctri+M S
of our question-answering system, we integrate P

plications. By leveraging its capabilities, we can si

>

Ctri+P :h with the impressive capabilities of LLMs like GP

art Document QnA system that leverages cutting-edge Al technologies.



https://colab.research.google.com/drive/1pwN7NJPFga0WxMGof1D9uuPEKz4mHyk0?usp=sharing
https://drive.google.com/file/d/1OJDT0qUB3jEQMjlbtK8sao0HQ8Vn1lnF/view
https://drive.google.com/file/d/1_pbMfBQXJ5VkXsQ_1tRK4xvKV-edOWW9/view

LLab 8 - preview

<= An OpenAl and Pinecone account required

<= If you already have an OpenAl account, make sure that it has free trial
credit

Free trial usage

| $0.01/$5.00

GRANT # CREDIT GRANTED EXPIRES (UTC)

Grant1 $5.00 November 1, 2023

QS
®

heck 1t from: Personal -> Manage account -> Usage

C
= After creating an account, you need to create an API key from:
Personal -> View API keys -> Create secret key

<= Copy the secret key into a separate file on your PC



https://openai.com
https://www.pinecone.io

